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The ultimate goal: statistical literacy. 
Every morning, the newspaper and other me-
dia confront us with statistical information on 

topics ranging from the economy to education, from 
movies to sports, from food to medicine, and from 
public opinion to social behavior. Such information 
guides decisions in our personal lives and enables us 
to meet our responsibilities as citizens. At work, we 
may be presented with quantitative information on 
budgets, supplies, manufacturing specifi cations, mar-
ket demands, sales forecasts, or workloads. Teachers 
may be confronted with educational statistics concern-
ing student performance or their own accountability. 
Medical scientists must understand the statistical re-
sults of experiments used for testing the effectiveness 
and safety of drugs. Law enforcement professionals 
depend on crime statistics. If we consider changing 
jobs and moving to another community, then our de-
cision can be affected by statistics about cost of living, 
crime rate, and educational quality.

Our lives are governed by numbers. Every high-
school graduate should be able to use sound statistical 
reasoning to intelligently cope with the requirements 
of citizenship, employment, and family and to be pre-
pared for a healthy, happy, and productive life.

Citizenship

Public opinion polls are the most visible examples of a 
statistical application that has an impact on our lives. 

In addition to directly informing individual citizens, 
polls are used by others in ways that affect us. The po-
litical process employs opinion polls in several ways. 
Candidates for offi ce use polling to guide campaign 
strategy. A poll can determine a candidate’s strengths 
with voters, which can, in turn, be emphasized in the 
campaign. Citizens also might be suspicious that poll 
results might infl uence candidates to take positions 
just because they are popular.

A citizen informed by polls needs to understand that 
the results were determined from a sample of the pop-
ulation under study, that the reliability of the results 
depends on how the sample was selected, and that 
the results are subject to sampling error. The statisti-
cally literate citizen should understand the behavior of 
“random” samples and be able to interpret a “margin 
of sampling error.”

The federal government has been in the statistics 
business from its very inception. The U.S. Census 
was established in 1790 to provide an offi cial count 
of the population for the purpose of allocating rep-
resentatives to Congress. Not only has the role of 
the U.S. Census Bureau greatly expanded to include 
the collection of a broad spectrum of socioeconomic 
data, but other federal departments also produce ex-
tensive “offi cial” statistics concerned with agriculture, 
health, education, environment, and commerce. The 
information gathered by these agencies infl uences 
policy making and helps to determine priorities for 
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government spending. It is also available for general 
use by individuals or private groups. Thus, statistics 
compiled by government agencies have a tremendous 
impact on the life of the ordinary citizen.

Personal Choices

Statistical literacy is required for daily personal 
choices. Statistics provides information about the nu-
tritional quality of foods and thus informs our choices 
at the grocery store. Statistics helps to establish the 
safety and effectiveness of drugs, which aids physi-
cians in prescribing a treatment. Statistics also helps 
to establish the safety of toys to assure our children 
are not at risk. Our investment choices are guided 
by a plethora of statistical information about stocks 
and bonds. The Nielsen ratings help determine which 
shows will survive on television, thus affecting what is 
available. Many products have a statistical history, and 
our choices of products can be affected by awareness 
of this history. The design of an automobile is aided by 
anthropometrics—the statistics of the human body—
to enhance passenger comfort. Statistical ratings of 
fuel effi ciency, safety, and reliability are available to 
help us select a vehicle.

The Workplace and Professions

Individuals who are prepared to use statistical think-
ing in their careers will have the opportunity to ad-
vance to more rewarding and challenging positions. 

A statistically competent work force will allow the 
United States to compete more effectively in the glob-
al marketplace and to improve its position in the inter-
national economy. An investment in statistical literacy 
is an investment in our nation’s economic future, as 
well as in the well-being of individuals.

The competitive marketplace demands quality. Ef-
forts to improve quality and accountability are promi-
nent among the many ways that statistical thinking 
and tools can be used to enhance productivity. Qual-
ity-control practices, such as the statistical monitor-
ing of design and manufacturing processes, identify 
where improvement can be made and lead to better 
product quality. Systems of accountability can help 
produce more effective employees and organizations, 
but many accountability systems now in place are not 
based on sound statistical principles and may, in fact, 
have the opposite effect. Good accountability systems 
require proper use of statistical tools to determine and 
apply appropriate criteria.

Science

Life expectancy in the US almost doubled during the 
20th century; this rapid increase in life span is the 
consequence of science. Science has enabled us to im-
prove medical care and procedures, food production, 
and the detection and prevention of epidemics. Statis-
tics plays a prominent role in this scientifi c progress.
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The U.S. Food and Drug Administration requires 
extensive testing of drugs to determine effectiveness 
and side effects before they can be sold. A recent
advertisement for a drug designed to reduce blood 
clots stated, “PLAVIX, added to aspirin and your cur-
rent medications, helps raise your protection against 
heart attack or stroke.” But the advertisement also 
warned, “The risk of bleeding may increase with 
PLAVIX...”

Statistical literacy involves a healthy dose of skepticism 
about “scientifi c” fi ndings. Is the information about 
side effects of PLAVIX treatment reliable? A statisti-
cally literate person should ask such questions and be 
able to intelligently answer them. A statistically literate 
high-school graduate will be able to understand the 
conclusions from scientifi c investigations and offer an 
informed opinion about the legitimacy of the reported 
results. According to Mathematics and Democracy: The 
Case for Quantitative Literacy (Steen, 2001), such knowl-
edge “empowers people by giving them tools to think 
for themselves, to ask intelligent questions of experts, 
and to confront authority confi dently. These are skills 
required to survive in the modern world.”

Statistical literacy is essential in our personal lives as 
consumers, citizens, and professionals. Statistics plays 
a role in our health and happiness. Sound statistical 
reasoning skills take a long time to develop. They 
cannot be honed to the level needed in the modern 
world through one high-school course. The surest way 

to help students attain the necessary skill level is to 
begin the statistics education process in the elemen-
tary grades and keep strengthening and expanding 
students’ statistical thinking skills throughout the 
middle- and high-school years. A statistically liter-
ate high-school graduate will know how to interpret 
the data in the morning newspaper and will ask the 
right questions about statistical claims. He or she will 
be comfortable handling quantitative decisions that 
come up on the job, and will be able to make informed 
decisions about quality-of-life issues.

The remainder of this document lays out a curriculum 
framework for pre-K–12 educational programs that is 
designed to help students achieve statistical literacy.

The Case for Statistics Education

Over the past quarter century, statistics (often labeled 
data analysis and probability) has become a key com-
ponent of the pre-K–12 mathematics curriculum. 
Advances in technology and modern methods of data 
analysis in the 1980s, coupled with the data richness 
of society in the information age, led to the develop-
ment of curriculum materials geared toward introduc-
ing statistical concepts into the school curriculum as 
early as the elementary grades. This grassroots effort 
was given sanction by the National Council of Teach-
ers of Mathematics (NCTM) when their infl uential 
document, Curriculum and Evaluation Standards for School 
Mathematics (NCTM, 1989), included “Data Analysis 
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and Probability” as one of the fi ve content strands. As 
this document and its 2000 replacement, Principles and 
Standards for School Mathematics (NCTM, 2000), became 
the basis for reform of mathematics curricula in many 
states, the acceptance of and interest in statistics as 
part of mathematics education gained strength. In 
recent years, many mathematics educators and stat-
isticians have devoted large segments of their careers 
to improving statistics education materials and peda-
gogical techniques.

NCTM is not the only group calling for improved 
statistics education beginning at the school level. The 
National Assessment of Educational Progress (NAEP, 
2005) was developed around the same content strands 
as the NCTM Standards, with data analysis and prob-
ability questions playing an increasingly prominent 
role on the NAEP exam. In 2006, the College Board 
released its College Board Standards for College Success™: 
Mathematics and Statistics, which includes “Data and 
Variation” and “Chance, Fairness, and Risk” among 
its list of eight topic areas that are “central to the 
knowledge and skills developed in the middle-school 
and high-school years.” An examination of the stan-
dards recommended by this document reveals a 
consistent emphasis on data analysis, probability, and 
statistics at each course level. 

The emerging quantitative literacy movement calls for 
greater emphasis on practical quantitative skills that 
will help assure success for high-school graduates in 

life and work; many of these skills are statistical in 
nature. To quote from Mathematics and Democracy: The 
Case for Quantitative Literacy (Steen, 2001):

A recent study from the American Diploma
Project, titled Ready or Not: Creating a High School
Diploma That Counts (www.amstat.org/education/gaise/1), 
recommends “must-have” competencies needed for 
high-school graduates “to succeed in postsecondary 
education or in high-performance, high-growth jobs.” 
These include, in addition to algebra and geometry, as-
pects of data analysis, statistics, and other applications 
that are vitally important for other subjects, as well as 
for employment in today’s data-rich economy. 

Statistics education as proposed in this Framework can 
promote the “must-have” competencies for graduates 
to “thrive in the modern world.”

Quantitative literacy, also called numeracy, is the 
natural tool for comprehending information in 
the computer age. The expectation that ordinary 
citizens be quantitatively literate is primarily a phe-
nomenon of the late twentieth century. …Unfortu-
nately, despite years of study and life experience in 
an environment immersed in data, many educated 
adults remain functionally illiterate. …Quantita-
tive literacy empowers people by giving them tools 
to think for themselves [sic], to ask intelligent 
questions of experts, and to confront authority 
confi dently. These are the skills required to thrive 
in the modern world.

“

”

Statistics
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NCTM Standards and the Framework

The main objective of this document is to provide a 
conceptual Framework for K–12 statistics education. 
The foundation for this Framework rests on the NCTM 
Principles and Standards for School Mathematics (2000).

The Framework is intended to complement the recom-
mendations of the NCTM Principles and Standards, not 
to supplant them.

The NCTM Principles and Standards describes the statis-
tics content strand as follows:

Data Analysis and Probability

Instructional programs from pre-kindergarten 
through grade 12 should enable all students to:

→ formulate questions that can be addressed with 
 data and collect, organize, and display relevant 
 data to answer them; 

→ select and use appropriate statistical methods to 
 analyze data; 

→ develop and evaluate inferences and predictions 
 that are based on data; and

→ understand and apply basic concepts of probability. 

The “Data Analysis and Probability” standard recom-
mends that students formulate questions that can be 
answered using data and address what is involved in 
wisely gathering and using that data. Students should 

learn how to collect data, organize their own or oth-
ers’ data, and display the data in graphs and charts that 
will be useful in answering their questions. This stan-
dard also includes learning methods for analyzing data 
and ways of making inferences and drawing conclu-
sions from data. The basic concepts and applications 
of probability also are addressed, with an emphasis on 
the way probability and statistics are related.

The NCTM Principles and Standards elaborates on these 
themes somewhat and provides examples of the types 
of lessons and activities that might be used in a class-
room. More complete examples can be found in the 
NCTM Navigation Series on Data Analysis and Probability 
(2002–2004). Statistics, however, is a relatively new 
subject for many teachers, who have not had an op-
portunity to develop sound knowledge of the prin-
ciples and concepts underlying the practices of data 
analysis that they now are called upon to teach. These 
teachers do not clearly understand the difference be-
tween statistics and mathematics. They do not see the 
statistics curriculum for grades pre-K–12 as a cohesive 
and coherent curriculum strand. These teachers may 
not see how the overall statistics curriculum provides 
a developmental sequence of learning experiences. 

This Framework provides a conceptual structure for 
statistics education that gives a coherent picture of the 
overall curriculum. 
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The Difference between Statistics and 
Mathematics

“Statistics is a methodological discipline. It exists not 
for itself, but rather to offer to other fi elds of study a 
coherent set of ideas and tools for dealing with data. 
The need for such a discipline arises from the omnipres-
ence of variability.” (Moore and Cobb, 1997)

A major objective of statistics education is to help 
students develop statistical thinking. Statistical think-
ing, in large part, must deal with this omnipresence 
of variability; statistical problem solving and decision 
making depend on understanding, explaining, and 
quantifying the variability in the data.

It is this focus on variability in data that sets apart sta-
tistics from mathematics.

The Nature of Variability

There are many sources of variability in data. Some of 
the important sources are described below.

Measurement Variability—Repeated measurements on 
the same individual vary. Sometimes two measure-
ments vary because the measuring device produces 
unreliable results, such as when we try to measure 
a large distance with a small ruler. At other times, 
variability results from changes in the system being 
measured. For example, even with a precise measur-
ing device, your recorded blood pressure could differ 
from one moment to the next.

Natural Variability—Variability is inherent in nature. 
Individuals are different. When we measure the same 
quantity across several individuals, we are bound to 
get differences in the measurements. Although some 
of this may be due to our measuring instrument, most 
of it is simply due to the fact that individuals differ. 
People naturally have different heights, different ap-
titudes and abilities, and different opinions and emo-
tional responses. When we measure any one of these 
traits, we are bound to get variability in the measure-
ments. Different seeds for the same variety of bean 
will grow to different sizes when subjected to the same 
environment because no two seeds are exactly alike; 
there is bound to be variability from seed to seed in 
the measurements of growth.

Induced Variability—If we plant one pack of bean seeds 
in one fi eld, and another pack of seeds in another loca-
tion with a different climate, then an observed differ-
ence in growth among the seeds in one location with 
those in the other might be due to inherent differ-
ences in the seeds (natural variability), or the observed 
difference might be due to the fact that the locations 
are not the same. If one type of fertilizer is used on 
one fi eld and another type on the other, then observed 
differences might be due to the difference in fertiliz-
ers. For that matter, the observed difference might be 
due to a factor we haven’t even thought about. A more 
carefully designed experiment can help us determine 
the effects of different factors.
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This one basic idea, comparing natural variability to 
the variability induced by other factors, forms the 
heart of modern statistics. It has allowed medical sci-
ence to conclude that some drugs are effective and 
safe, whereas others are ineffective or have harmful 
side effects. It has been employed by agricultural sci-
entists to demonstrate that a variety of corn grows 
better in one climate than another, that one fertilizer 
is more effective than another, or that one type of feed 
is better for beef cattle than another. 

Sampling Variability—In a political poll, it seems rea-
sonable to use the proportion of voters surveyed (a 
sample statistic) as an estimate of the unknown pro-
portion of all voters who support a particular candi-
date. But if a second sample of the same size is used, 
it is almost certain that there would not be exactly the 
same proportion of voters in the sample who support 
the candidate. The value of the sample proportion 
will vary from sample to sample. This is called sam-
pling variability. So what is to keep one sample from 
estimating that the true proportion is .60 and another 
from saying it is .40? This is possible, but unlikely, 
if proper sampling techniques are used. Poll results 
are useful because these techniques and an adequate 
sample size can ensure that unacceptable differences 
among samples are quite unlikely.

An excellent discussion on the nature of variability is 
given in Seeing Through Statistics (Utts, 1999). 

The Role of Context

“The focus on variability naturally gives statistics a 
particular content that sets it apart from mathematics, 
itself, and from other mathematical sciences, but there 
is more than just content that distinguishes statisti-
cal thinking from mathematics. Statistics requires a 
different kind of thinking, because data are not just 
numbers, they are numbers with a context. In mathematics, 
context obscures structure. In data analysis, context 
provides meaning.” (Moore and Cobb, 1997)

Many mathematics problems arise from applied con-
texts, but the context is removed to reveal mathemati-
cal patterns. Statisticians, like mathematicians, look 
for patterns, but the meaning of the patterns depends 
on the context.

A graph that occasionally appears in the business sec-
tion of newspapers shows a plot of the Dow Jones 
Industrial Average (DJIA) over a 10-year period. The 
variability of stock prices draws the attention of an 
investor. This stock index may go up or down over 
intervals of time, and may fall or rise sharply over a 
short period. In context, the graph raises questions. A 
serious investor is not only interested in when or how 
rapidly the index goes up or down, but also why. What 
was going on in the world when the market went up; 
what was going on when it went down? Now strip 
away the context. Remove time (years) from the hori-
zontal axis and call it “X,” remove stock value (DJIA) 

“ In mathematics, 
context obscures 
structure. In 
data analysis, 
context provides 
meaning.”



8

from the vertical axis and call it “Y,” and there remains 
a graph of very little interest or mathematical content! 

Probability

Probability is a tool for statistics.

Probability is an important part of any mathematical 
education. It is a part of mathematics that enriches the 
subject as a whole by its interactions with other uses of 
mathematics. Probability is an essential tool in applied 
mathematics and mathematical modeling. It is also an 
essential tool in statistics.

The use of probability as a mathematical model and 
the use of probability as a tool in statistics employ not 
only different approaches, but also different kinds of 
reasoning. Two problems and the nature of the solu-
tions will illustrate the difference.

Problem 1:

Assume a coin is “fair.”

Question: If we toss the coin fi ve times, how many 
heads will we get?

Problem 2:

You pick up a coin.

Question: Is this a fair coin?

Problem 1 is a mathematical probability problem. 
Problem 2 is a statistics problem that can use the 

mathematical probability model determined in Prob-
lem 1 as a tool to seek a solution.

The answer to neither question is deterministic. Coin 
tossing produces random outcomes, which suggests 
that the answer is probabilistic. The solution to Prob-
lem 1 starts with the assumption that the coin is fair 
and proceeds to logically deduce the numerical prob-
abilities for each possible number of heads: 0, 1,…, 5.

The solution to Problem 2 starts with an unfamiliar 
coin; we don’t know if it is fair or biased. The search 
for an answer is experimental—toss the coin and see 
what happens. Examine the resulting data to see if it 
looks as if it came from a fair coin or a biased coin. 
There are several possible approaches, including toss 
the coin fi ve times and record the number of heads. 
Then, do it again: Toss the coin fi ve times and record 
the number of heads. Repeat 100 times. Compile the 
frequencies of outcomes for each possible number 
of heads. Compare these results to the frequencies 
predicted by the mathematical model for a fair coin 
in Problem 1. If the empirical frequencies from the 
experiment are quite dissimilar from those predicted 
by the mathematical model for a fair coin and are not 
likely to be caused by random variation in coin tosses, 
then we conclude that the coin is not fair. In this case, 
we induce an answer by making a general conclusion 
from observations of experimental results.
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Probability and Chance Variability

Two important uses of “randomization” in statisti-
cal work occur in sampling and experimental design. 
When sampling, we “select at random,” and in experi-
ments, we randomly assign individuals to different 
treatments. Randomization does much more than 
remove bias in selections and assignments. Random-
ization leads to chance variability in outcomes that can 
be described with probability models.

The probability of something says about what percent 
of the time it is expected to happen when the basic 
process is repeated over and over again. Probability 
theory does not say very much about one toss of a 
coin; it makes predictions about the long-run behavior 
of many coin tosses. 

Probability tells us little about the consequences of 
random selection for one sample, but describes the 
variation we expect to see in samples when the sam-
pling process is repeated a large number of times. 
Probability tells us little about the consequences of 
random assignment for one experiment, but describes 
the variation we expect to see in the results when the 
experiment is replicated a large number of times.

When randomness is present, the statistician wants to 
know if the observed result is due to chance or some-
thing else. This is the idea of statistical signifi cance.

The Role of Mathematics in Statistics
Education

The evidence that statistics is different from math-
ematics is not presented to argue that mathematics is 
not important to statistics education or that statistics 
education should not be a part of mathematics educa-
tion. To the contrary, statistics education becomes in-
creasingly mathematical as the level of understanding 
goes up. But data collection design, exploration of data, 
and the interpretation of results should be emphasized 
in statistics education for statistical literacy. These are 
heavily dependent on context, and, at the introductory 
level, involve limited formal mathematics.

Probability plays an important role in statistical analy-
sis, but formal mathematical probability should have 
its own place in the curriculum. Pre-college statistics 
education should emphasize the ways probability is 
used in statistical thinking; an intuitive grasp of prob-
ability will suffi ce at these levels.
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Statistical problem solving is an investigative pro-
cess that involves four components:

I. Formulate Questions

→ clarify the problem at hand 
→ formulate one (or more) questions that can be 
 answered with data 

II. Collect Data

→ design a plan to collect appropriate data
→ employ the plan to collect the data 

III. Analyze Data

→ select appropriate graphical and numerical 
 methods
→ use these methods to analyze the data 

IV. Interpret Results

→ interpret the analysis 
→ relate the interpretation to the original question

The Role of Variability in the Problem-
Solving Process

I. Formulate Questions

Anticipating Variability—Making the Statistics Question 
Distinction
The formulation of a statistics question requires an 
understanding of the difference between a question 

that anticipates a deterministic answer and a question 
that anticipates an answer based on data that vary. 

The question, “How tall am I?” will be answered 
with a single height. It is not a statistics question. The 
question “How tall are adult men in the USA?” would 
not be a statistics question if all these men were ex-
actly the same height! The fact that there are differing 
heights, however, implies that we anticipate an answer 
based on measurements of height that vary. This is a 
statistics question. 

The poser of the question, “How does sunlight affect the 
growth of a plant?” should anticipate that the growth of 
two plants of the same type exposed to the same sun-
light will likely differ. This is a statistics question.

The anticipation of variability is the basis for under-
standing the statistics question distinction. 

II. Collect Data

Acknowledging Variability—Designing for Differences
Data collection designs must acknowledge variability 
in data, and frequently are intended to reduce variabil-
ity. Random sampling is intended to reduce the dif-
ferences between sample and population. The sample 
size infl uences the effect of sampling variability (er-
ror). Experimental designs are chosen to acknowledge 
the differences between groups subjected to different 
treatments. Random assignment to the groups is in-
tended to reduce differences between the groups due 
to factors that are not manipulated in the experiment. 

The Framework

The
formulation 
of a statistics 
question
requires an 
understanding 
of the
difference 
between a 
question that 
anticipates a 
deterministic 
answer and a 
question that 
anticipates
an answer 
based on data 
that vary.
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”
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Some experimental designs pair subjects so they are 
similar. Twins frequently are paired in medical ex-
periments so that observed differences might be more 
likely attributed to the difference in treatments, rather 
than differences in the subjects. 

The understanding of data collection designs that 
acknowledge differences is required for effective 
collection of data.

III. Analyze Data

Accounting of Variability—Using Distributions
The main purpose of statistical analysis is to give an 
accounting of the variability in the data. When results 
of an election poll state “42% of those polled support 
a particular candidate with margin of error +/- 3% at 
the 95% confi dence level,” the focus is on sampling 
variability. The poll gives an estimate of the support 
among all voters. The margin of error indicates how 
far the sample result (42% +/- 3%) might differ from 
the actual percent of all voters who support the can-
didate. The confi dence level tells us how often esti-
mates produced by the method employed will produce
correct results. This analysis is based on the distribu-
tion of estimates from repeated random sampling. 

When test scores are described as “normally distrib-
uted with mean 450 and standard deviation 100,” the 
focus is on how the scores differ from the mean. The 
normal distribution describes a bell-shaped pattern of 

scores, and the standard deviation indicates the level 
of variation of the scores from the mean.

Accounting for variability with the use of distribu-
tions is the key idea in the analysis of data.

IV. Interpret Results

Allowing for Variability—Looking beyond the Data
Statistical interpretations are made in the presence of 
variability and must allow for it. 

The result of an election poll must be interpreted as an 
estimate that can vary from sample to sample. The gen-
eralization of the poll results to the entire population of 
voters looks beyond the sample of voters surveyed and 
must allow for the possibility of variability of results 
among different samples. The results of a randomized 
comparative medical experiment must be interpreted in 
the presence of variability due to the fact that different 
individuals respond differently to the same treatment 
and the variability due to randomization. The gener-
alization of the results looks beyond the data collected 
from the subjects who participated in the experiment 
and must allow for these sources of variability.

Looking beyond the data to make generalizations 
must allow for variability in the data.

Maturing over Levels

The mature statistician understands the role of vari-
ability in the statistical problem-solving process. At the 
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point of question formulation, the statistician antici-
pates the data collection, the nature of the analysis, and 
the possible interpretations—all of which involve pos-
sible sources of variability. In the end, the mature prac-
titioner refl ects upon all aspects of data collection and 
analysis as well as the question, itself, when interpreting 
results. Likewise, he or she links data collection and 
analysis to each other and the other two components.

Beginning students cannot be expected to make all of 
these linkages. They require years of experience and 
training. Statistical education should be viewed as a 
developmental process. To meet the proposed goals, 
this report provides a framework for statistical educa-
tion over three levels. If the goal were to produce a 
mature practicing statistician, there certainly would 
be several levels beyond these. There is no attempt to 
tie these levels to specifi c grade levels.

The Framework uses three developmental Levels: A, B, 
and C. Although these three levels may parallel grade 
levels, they are based on development in statistical 
literacy, not age. Thus, a middle-school student who 
has had no prior experience with statistics will need 
to begin with Level A concepts and activities before 
moving to Level B. This holds true for a secondary 
student as well. If a student hasn’t had Level A and B 
experiences prior to high school, then it is not appro-
priate for that student to jump into Level C expecta-
tions. The learning is more teacher-driven at Level A, 
but becomes student-driven at Levels B and C.

The Framework Model

The conceptual structure for statistics education is 
provided in the two-dimensional model shown in 
Table 1. One dimension is defi ned by the problem-
solving process components plus the nature of the 
variability considered and how we focus on variabil-
ity. The second dimension is comprised of the three 
developmental levels.
Each of the fi rst four rows describes a process com-
ponent as it develops across levels. The fi fth row 
indicates the nature of the variability considered at a 
given level. It is understood that work at Level B as-
sumes and develops further the concepts from Level 
A; likewise, Level C assumes and uses concepts from 
the lower levels.

Reading down a column will describe a complete 
problem investigation for a particular level along with 
the nature of the variability considered.
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Process Component Level A Level B Level C
I. Formulate Question Beginning awareness 

of the statistics question 
distinction

Teachers pose questions of 
interest

Questions restricted to the 
classroom

Increased awareness of 
the statistics question 
distinction

Students begin to pose 
their own questions of 
interest

Questions not restricted to 
the classroom

Students can make the 
statistics question
distinction

Students pose their own 
questions of interest

Questions seek
generalization

II. Collect Data Do not yet design for
differences

Census of classroom

Simple experiment

Beginning awareness of 
design for differences

Sample surveys; begin to 
use random selection

Comparative experiment; 
begin to use random
allocation

Students make design for 
differences

Sampling designs with 
random selection

Experimental designs with 
randomization

III. Analyze Data Use particular properties of 
distributions in the context 
of a specifi c example

Display variability within a 
group

Compare individual to 
individual

Compare individual to 
group

Beginning awareness of 
group to group

Observe association
between two variables

Learn to use particular 
properties of distributions 
as tools of analysis

Quantify variability within 
a group

Compare group to group in 
displays

Acknowledge sampling 
error

Some quantifi cation of
association; simple models 
for association

Understand and use
distributions in analysis
as a global concept

Measure variability within a 
group; measure variability 
between groups

Compare group to group 
using displays and
measures of variability

Describe and quantify
sampling error

Quantifi cation of
association; fi tting of
models for association

Table 1: The Framework
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Process Component Level A Level B Level C
IV. Interpret Results Students do not look

beyond the data

No generalization beyond 
the classroom

Note difference between 
two individuals with
different conditions

Observe association in 
displays

Students acknowledge
that looking beyond the 
data is feasible

Acknowledge that a
sample may or may not
be representative of the
larger population

Note the difference
between two groups
with different conditions

Aware of distinction
between observational 
study and experiment

Note differences in
strength of association

Basic interepretation of 
models for association

Aware of the distinction 
between association and 
cause and effect

Students are able to look 
beyond the data in some 
contexts

Generalize from sample to 
population

Aware of the effect of
randomization on the 
results of experiments

Understand the difference 
between observational 
studies and experiments

Interpret measures of 
strength of association

Interpret models
of association

Distinguish between
conclusions from
association studies and 
experiments

Nature of Variability Measurement variability

Natural variability

Induced variability

Sampling variability Chance variability

Focus on Variability Variability within a group Variability within a group 
and variability between 
groups

Covariability

Variability in model fi tting
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Illustrations

All four steps of the problem-solving process are used 
at all three levels, but the depth of understanding and 
sophistication of methods used increases across Lev-
els A, B, and C. This maturation in understanding the 
problem-solving process and its underlying concepts 
is paralleled by an increasing complexity in the role of 
variability. The illustrations of learning activities giv-
en here are intended to clarify the differences across 
the developmental levels for each component of the 
problem-solving process. Later sections will give il-
lustrations of the complete problem-solving process 
for learning activities at each level.

I. Formulate Questions 

Word Length Example 

Level A: How long are the words on this page?

Level B: Are the words in a chapter of a fi fth-grade 
book longer than the words in a chapter of a third-
grade book?

Level C: Do fi fth-grade books use longer words than 
third-grade books? 

Popular Music Example 

Level A: What type of music is most popular among 
students in our class?

Level B: How do the favorite types of music compare 
among different classes?

Level C: What type of music is most popular among 
students in our school?

Height and Arm Span Example

Level A: In our class, are the heights and arm spans of 
students approximately the same?

Level B: Is the relationship between arm span and 
height for the students in our class the same as the 
relationship between arm span and height for the stu-
dents in another class?

Level C: Is height a useful predictor of arm span for 
the students in our school?

Plant Growth Example

Level A: Will a plant placed by the window grow taller 
than a plant placed away from the window?

Level B: Will fi ve plants placed by the window grow 
taller than fi ve plants placed away from the window?

Level C: How does the level of sunlight affect the 
growth of plants?

II. Collect Data

Word Length Example

Level A: How long are the words on this page?

“

”
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The length of every word on the page is determined 
and recorded.

Level B: Are the words in a chapter of a fi fth-grade 
book longer than the words in a chapter of a third-
grade book?

A simple random sample of words from each chapter 
is used.

Level C: Do fi fth-grade books use longer words than 
third-grade books? 

Different sampling designs are considered and com-
pared, and some are used. For example, rather than 
selecting a simple random sample of words, a simple 
random sample of pages from the book is selected 
and all the words on the chosen pages are used for 
the sample.

Note: At each level, issues of measurement should 
be addressed. The length of word depends on the 
defi nition of “word.” For instance, is a number a 
word? Consistency of defi nition helps reduce mea-
surement variability.

Plant Growth Example 

Level A: Will a plant placed by the window grow taller 
than a plant placed away from the window?

A seedling is planted in a pot that is placed on the 
window sill. A second seedling of the same type and 
size is planted in a pot that is placed away from the 

window sill. After six weeks, the change in height for 
each is measured and recorded.

Level B: Will fi ve plants of a particular type placed by 
the window grow taller than fi ve plants of the same 
type placed away from the window?

Five seedlings of the same type and size are planted in 
a pan that is placed on the window sill. Five seedlings 
of the same type and size are planted in a pan that is 
placed away from the window sill. Random numbers 
are used to decide which plants go in the window. Af-
ter six weeks, the change in height for each seedling is 
measured and recorded.

Level C: How does the level of sunlight affect the 
growth of plants?

Fifteen seedlings of the same type and size are select-
ed. Three pans are used, with fi ve of these seedlings 
planted in each. Fifteen seedlings of another variety 
are selected to determine if the effect of sunlight is 
the same on different types of plants. Five of these are 
planted in each of the three pans. The three pans are 
placed in locations with three different levels of light. 
Random numbers are used to decide which plants go 
in which pan. After six weeks, the change in height for 
each seedling is measured and recorded.

Note: At each level, issues of measurement should be 
addressed. The method of measuring change in height 
must be clearly understood and applied in order to re-
duce measurement variability.
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III. Analyze Data

Popular Music Example 

Level A: What type of music is most popular among 
students in our class?

A bar graph is used to display the number of students 
who choose each music category.

Level B: How do the favorite types of music compare 
among different classes?

For each class, a bar graph is used to display the per-
cent of students who choose each music category. The 
same scales are used for both graphs so that they can 
easily be compared. 

Level C: What type of music is most popular among 
students in our school?

A bar graph is used to display the percent of students who 
choose each music category. Because a random sample is 
used, an estimate of the margin of error is given.

Note: At each level, issues of measurement should 
be addressed. A questionnaire will be used to gather 
students’ music preferences. The design and wording 
of the questionnaire must be carefully considered to 
avoid possible bias in the responses. The choice of 
music categories also could affect results.

Height and Arm Span Example 

Level A: In our class, are the heights and arm spans of 
students approximately the same?

The difference between height and arm span is deter-
mined for each individual. An X-Y plot (scatterplot) is 
constructed with X = height, Y = arm span. The line 
Y = X is drawn on this graph.

Level B: Is the relationship between arm span and 
height for the students in our class the same as the 
relationship between arm span and height for the stu-
dents in another class?

For each class, an X-Y plot is constructed with X = 
height, Y = arm span. An “eye ball” line is drawn on 
each graph to describe the relationship between height 
and arm span. The equation of this line is determined. 
An elementary measure of association is computed.

Level C: Is height a useful predictor of arm span for 
the students in our school?

The least squares regression line is determined and as-
sessed for use as a prediction model.

Note: At each level, issues of measurement should be 
addressed. The methods used to measure height and 
arm span must be clearly understood and applied in 
order to reduce measurement variability. For instance, 
do we measure height with shoes on or off?

IV. Interpret Results

Word Length Example 

Level A: How long are the words on this page?
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The dotplot of all word lengths is examined and sum-
marized. In particular, students will note the longest 
and shortest word lengths, the most common and least 
common lengths, and the length in the middle.

Level B: Are the words in a chapter of a fi fth-grade 
book longer than the words in a chapter of a third-
grade book?

Students interpret a comparison of the distribution of 
a sample of word lengths from the fi fth-grade book 
with the distribution of word lengths from the third-
grade book using a boxplot to represent each of these. 
The students also acknowledge that samples are be-
ing used that may or may not be representative of the 
complete chapters.

The boxplot for a sample of word lengths from the 
fi fth-grade book is placed beside the boxplot of the 
sample from the third-grade book.

Level C: Do fi fth-grade books use longer words than 
third-grade books? 

The interpretation at Level C includes the interpreta-
tion at Level B, but also must consider generalizing 
from the books included in the study to a larger popu-
lation of books.

Plant Growth Example 

Level A: Will a plant placed by the window grow taller 
than a plant placed away from the window?

In this simple experiment, the interpretation is just a 
matter of comparing one measurement of change in 
size to another.

Level B: Will fi ve plants placed by the window grow 
taller than fi ve plants placed away from the window?

In this experiment, the student must interpret a com-
parison of one group of fi ve measurements with an-
other group. If a difference is noted, then the student 
acknowledges it is likely caused by the difference in 
light conditions.

Level C: How does the level of sunlight affect the 
growth of plants?

There are several comparisons of groups possible with 
this design. If a difference is noted, then the student 
acknowledges it is likely caused by the difference in 
light conditions or the difference in types of plants. 
It also is acknowledged that the randomization used 
in the experiment can result in some of the observed 
differences.

Nature of Variability

The focus on variability grows increasingly more 
sophisticated as students progress through the 
developmental levels.

Variability within a Group

This is the only type considered at Level A. In the 
word length example, differences among word lengths 

The focus
on variability 
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more
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as students 
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levels.
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on a single page are considered; this is variability with-
in a group of word lengths. In the popular music ex-
ample, differences in how many students choose each 
category of music are considered; this is variability 
within a group of frequencies.

Variability within a Group and Variability
between Groups

At Level B, students begin to make comparisons of 
groups of measurements. In the word length example, 
a group of words from a fi fth-grade book is compared 
to a group from a third-grade book. Such a comparison 
not only notes how much word lengths differ within 
each group, but must also take into consideration the 
differences between the two groups, such as the dif-
ference between median or mean word lengths.

Covariability

At Level B, students also begin to investigate the “sta-
tistical” relationship between two variables. The na-
ture of this statistical relationship is described in terms 
of how the two variables “co-vary.” In the height and 
arm span example, for instance, if the heights of two 
students differ by two centimeters, then we would like 
our model of the relationship to tell us by how much 
we might expect their arm spans to differ.

Variability in Model Fitting

At Level C, students assess how well a regression 
line will predict values of one variable from values 

of another variable using residual plots. In the height 
and arm span example, for instance, this assessment 
is based on examining whether differences between 
actual arm spans and the arm spans predicted by the 
model randomly vary about the horizontal line of “no 
difference” in the residual plot. Inference about a pre-
dicted value of y for a given value of x is valid only if 
the values of y vary at random according to a normal 
distribution centered on the regression line. Students 
at Level C learn to estimate this variability about the 
regression line using the estimated standard deviation 
of the residuals.

Induced Variability

In the plant growth example at Level B, the experi-
ment is designed to determine if there will be a differ-
ence between the growth of plants in sunlight and of 
plants away from sunlight. We want to determine if an 
imposed difference on the environments will induce a 
difference in growth.

Sampling Variability

In the word length example at Level B, samples of 
words from a chapter are used. Students observe that 
two samples will produce different groups of word 
lengths. This is sampling variability.

Chance Variability from Sampling

When random selection is used, differences between 
samples will be due to chance. Understanding this 
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chance variation is what leads to the predictability of 
results. In the popular music example, at Level C, this 
chance variation is not only considered, but is also the 
basis for understanding the concept of margin of error.

Chance Variability Resulting from Assignment
to Groups in Experiments

In the plant growth example at Level C, plants are 
randomly assigned to groups. Students consider how 
this chance variation in random assignments might 
produce differences in results, although a formal 
analysis is not done.

Detailed Descriptions of Each Level

As this document transitions into detailed descrip-
tions of each level, it is important to note that the 
examples selected for illustrating key concepts and 
the problem-solving process of statistical reason-
ing are based on real data and real-world contexts. 
Those of you reading this document are stakeholders, and 
will need to be flexible in adapting these examples to fit your 
instructional circumstances.


